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Abstract
Energy consumption has become a growing concern in the pursuit

of a more sustainable software industry, particularly in advocating

for its reduction. In the last decade, this issue has been increasingly

investigated by the software engineering community. However, few

studies have investigated it in configurable systems that can embed

thousands of implemented features. As configurable systems be-

come more complex, feature reduction can help focus on essential

features while eliminating bloated and unnecessary ones. Although

several studies have explored how feature interactions and runtime

performance affect energy consumption, none, to our knowledge,

have studied the impact of feature reduction. This paper fills this

gap. In particular, we investigate how both on-demand and built-in
feature reduction affect the energy consumption of configurable sys-

tems. On-demand reduction allows users to retain only the features

necessary for their specific usage. In contrast, built-in reduction

provides a predefined set of features tailored to address a fixed set

of usage. We conducted a first exploratory study using 28 programs

from three systems that offer built-in feature reduction, namely

ToyBox, BusyBox, and GNU, along with 6 GNU programs debloated

on-demand with Chisel, Debop, and Cov tools. In our results, built-

in feature reduction led to statistically significant energy decreases

in 7% of the cases, while on-demand reduction, despite achieving

energy decreases in 67% of cases, showed no statistical significance.

However, when energy consumption increased, it was often more

substantial than the reductions observed (occurring in 25% of built-

in cases and 11% of on-demand cases) showing the complex and

sometimes counterintuitive interplay between feature reduction

and energy. Additionally, the observed strong correlation between

energy consumption and execution time motivates a shift from

traditional debloating goals, centered on binary size/attack surface,

to energy-aware strategies that prioritize performance concerns.

Finally, we provide an in depth analysis and discuss the perspective.

CCS Concepts
• Software and its engineering → Software performance; •
General and reference → Empirical studies.
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energy consumption, configurable systems, feature reduction
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1 Introduction
Energy consumption is nowadays a growing concern in the pursuit

of a more sustainable software industry [5, 13, 14, 18, 26, 43, 45, 50].

A report from the ShiftProject
1
and others has raised environmental

concerns regarding Information and Communication Technology

(ICT) and called for reducing energy consumption. During the past

decade, this issue has been increasingly investigated by the software

engineering community (e.g., [9, 20, 34, 35, 37, 38, 41, 45]).
As software becomes more essential to our daily lives, reducing

its energy consumption has become essential for sustainable soft-

ware development. This paper focuses on configurable systems that

allow developers to customize variants and use a subset of imple-

mented features by activating or deactivating configuration options.
However, as more features are added over time, configurable sys-

tems can become increasingly complex. For example, Linux kernel

has around 15 thousand options in version 5.8 [1, 28].

One way to manage the increasing complexity of a configurable

system is through feature reduction, which has been studied for

several purposes, such as for defect and bug prediction [27, 47, 48].

Several studies have explored the topic of energy consumption for

configurable systems, including the impact of feature interactions

on energy consumption [17], the use of static analysis to evalu-

ate energy consumption in configurable systems [10, 11], and the

correlation between execution time and energy consumption [52].

However, to our knowledge, no work has studied the impact of

feature reduction of configurable systems on energy consumption.

This paper addresses this gap by investigating how feature reduc-

tion can impact the energy footprint of configurable systems. We

distinguish two types of feature reduction in configurable systems,

as shown in Figure 1. First, built-in feature reduction, where devel-
opers create and use alternative systems with fewer features. These

systems are made to be simpler or smaller. For example, ToyBox
and BusyBox are re-implementations of GNU software with a re-

duced set of features (shown on the right side of Figure 1). Second,

on-demand feature reduction is when developers debloat software

to remove unnecessary features. Several research tool prototypes,

such as Chisel [19], Debop [53], and Cov [54] can assist in this

process. For example, GNU programs can hopefully be debloated by

such tools to reduce their features (see the left part of Figure 1).

Whether developers deal with built-in or on-demand feature

reduction, they end up using configurable software with reduced

binary sizes and fewer features. The goal of this paper is to inves-

tigate and reveal the effect of both types of feature reduction on

1
https://theshiftproject.org/wp-content/uploads/2019/03/Lean-ICT-Report_The-

Shift-Project_2019.pdf

https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX
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energy consumption in configurable software. We hypothesize that
feature reduction impacts energy consumption (𝐻1), as the reduc-

tion of features affects the code that is executed and can impact

energy use. To explore this, we conducted an exploratory study

to examine how both built-in and on-demand feature reduction

impact energy consumption. For built-in feature reduction, we first

selected three configurable systems, namely GNU [16], ToyBox [29]

and BusyBox [51], along with 28 programs, each included in all

three systems. For example, the program mkdir is available in GNU,
ToyBox, and BusyBox, with different implementations and a reduced

set of features in the last two systems. For on-demand feature re-

duction, we selected 6 GNU programs from Xin et al. [54] that have

been debloated with three debloating tools, namely Chisel [19],

Debop [53], and Cov [54]. For example, the program mkdir has been
debloated by the three aforementioned tools, resulting in three vari-

ants of mkdir with a reduced set of features. Finally, we measured

energy consumption and analyzed its correlation with the config-

uration options, binary size, and execution time of the programs.

Programs were selected based on our ability to successfully compile

and execute all three debloated variants, ensuring valid outputs for

the common set of features used during debloating. The findings

suggest that built-in feature reduction led to statistically significant

energy decreases in ≈ 7% of cases, while on-demand reduction

achieved energy decreases in ≈ 67% of cases, but without statistical

significance. However, both approaches showed significant energy

increases in some cases: 25% for built-in and ≈ 11% for on-demand.

These results highlight the complex relationship between feature

reduction and energy consumption. Additionally, we found a weak

correlation between binary size, configuration options, and energy

consumption, suggesting that smaller binaries and fewer options

do not necessarily result in lower energy consumption. However,

execution time showed a strong correlation, making it a good proxy

for energy consumption. These findings are consistent with prior

observations at the scale of entire configuration spaces [52]. The

contributions of the paper are as follows:

• We distinguish two types of feature reduction and propose

a terminology for them: built-in feature reduction for alter-

native program implementations with fewer features, and

on-demand feature reduction for debloated programs.

• A novel study exploring the impact of both built-in and

on-demand feature reduction on energy consumption in

configurable software systems, which resulted to be nu-

anced with potential reductions (≈ 64%) but also notable

increases (≈ 36%) in some cases. The amount of energy

consumed depends on the approach used and the program.

• We identify key factors influencing energy consumption,

showing that execution time is a stronger predictor than bi-

nary size or the number of configuration options, providing

valuable insights for future debloating strategies.

• A replication package is also made available online
2
to

facilitate replication and further experimentation.

The remainder of this paper is structured as follows. Section 2 in-

troduces background on feature reduction and energy consumption

techniques. Section 3 outlines our experimental approach. Section 4

2
https://anonymous.4open.science/r/bloat-energy-consumption-836C

Figure 1: On-demand vs. Built-in feature reduction.

presents the methodology used to study the impact of built-in fea-

ture reduction on energy consumption, with corresponding results

in section 5. Section 6 describes the on-demand feature reduction

approach, and section 7 discusses its results. Section 8, provides

an in-depth analysis and discusses key insights. Section 9 covers

threats to validity and section 10 reviews related work. Finally,

section 11 concludes the paper with perspectives for future work.

2 Background
This section discusses the methods used to measure energy con-

sumption in configurable systems with reduced features.

2.1 Feature Reduction
Configurable software systems offer several features that activate

specific functionalities or impact non-functional properties (e.g.,
execution time, accuracy, etc.). The goal of feature reduction is to

prioritize core features that provide the most value to users while

eliminating code that does not significantly contribute to the overall

software system or its qualities. For instance, feature reduction can

simplify the system and ensure it adheres to a given usage by

removing unnecessary source code, as discussed in [21].

We distinguish two approaches for achieving feature reduction,

as shown in Figure 1, namely built-in feature reduction and on-
demand feature reduction. The first approach, built-in feature re-

duction, requires developers to create alternative systems with

fewer features. Typically, this includes alternative configurable sys-

tems with different implementations of a reduced set of features.

The right part of Figure 1 shows how ToyBox and BusyBox are

re-implementations of a reduced set of GNU features. The second

approach, on-demand feature reduction, is when developers in-

tentionally debloat a configurable system to remove unnecessary

features from it for different purposes. This results in multiple de-

bloated variants with a reduced set of features, compared to the

original system that includes all features. The left part of Figure 1

illustrates how GNU can be debloated to reduce its features using

debloating tools such as Chisel [19], Debop [53], and Cov [54]. For

example, the mkdir program is in the GNU configurable system,

which has a binary size of 420.60 KiB and 7 runtime configuration

options. A built-in feature reduction of mkdir exists in both ToyBox
and BusyBox as alternative implementations. The two alternative

implementations have binary sizes of 18.60 KiB and 18.70 KiB, re-

spectively, along with 3 and 2 configuration options. Moreover,

https://anonymous.4open.science/r/bloat-energy-consumption-836C
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with debloating tools, one may debloat mkdir in GNU. For example,

two different debloated variants of mkdir can be produced using

the Chisel tool [19], based on usage profiles describing the use of

2 and 3 configuration options, respectively. Its debloated programs

(used in this study) have binary sizes of 22.90 KiB and 16.50 KiB.

Whether built-in or on-demand, the goal of developers and users

is to reduce binary size, configuration options, and attack surface of

programs [19]. However, it is unclear how feature reduction impacts

energy consumption and whether it correlates with other non-

functional properties (e.g., binary size). In this paper, we explore the

impact of both types of feature reduction on energy consumption.

2.2 Energy Consumption Methods
The methods for measuring energy consumption in IT have evolved

over time, shifting from hardware to software. Indeed, software en-

ergy consumption monitoring through hardware introduces certain

challenges, including the requirement of physical instrumentation

and the high level of granularity (i.e., measure at the level of the

entire hardware system). This section provides an overview of

software energy measurement.

Since 2011, Intel has implemented the Running Average Power

Limit (RAPL) in their Central Processing Units (CPUs) to provide

a more reliable measurement interface than hardware power met-

ters [12]. RAPL reports energy consumption values in joules (J),

more precisely in micro-joules (𝜇J), for different CPU elements

(cores, integrated GPU, socket, and RAM). Intel CPUs have a Model-

Specific Register (MSR) that updates at a high frequency (1 000 Hz)

where the RAPL value is stored [23]. In this way, RAPL value is ac-

cessible through the operating system (OS) using the MSR, making

the measurement easier and more reliable since it is directly linked

to the CPU.

Several tools and prototypes are available
3
to capture the RAPL

value to measure application energy consumption, such as Intel

Power Gadget, Intel PowerLog, Perf, PowerTOP, PowerStat, Lik-

wid, and Jouleit 4. They mostly rely on power monitors or energy

profilers. However, Intel Power Gadget, PowerTOP, PowerStat, and

Likwid are unsuitable for our needs as they cannot measure process

consumption during execution. Although Intel PowerLog supports

this functionality, it is only compatible with Windows. Perf, on

the other hand, does not report RAPL values in a usable format

like CSV or JSON. Among the available tools, Jouleit is the most

suitable option in our context. It has the ability to monitor a process,

automatically execute and monitor it multiple times, and generate

reports in CSV format. Furthermore, Jouleit is compatible with

Linux, making it the ideal choice for our needs.

3 Experimental Approach
In this section, we outline the research questions and the experi-

mental approach of our study.

3.1 Research Questions
To answer the objective of feature reduction’s impact on energy

consumption, we pose the following research questions.

3
https://luiscruz.github.io/2021/07/20/measuring-energy.html

4
https://github.com/powerapi-ng/jouleit

Built-in feature reduction impact. We pose the following three

research questions to examine how built-in feature reduction affects

energy consumption in alternative software implementations.

𝑅𝑄1.1 : How does the binary size of programs with built-in
feature reduction impact energy consumption, and
what is the correlation between the two?

𝑅𝑄1.2 : How does the number of configuration options of
programs with built-in feature reduction impact en-
ergy consumption, and what is the correlation?

𝑅𝑄1.3 : How does the execution time of programs with built-
in feature reduction impact energy consumption, and
what is the correlation?

On-demand feature reduction impact. Next, we explore how pro-

gram debloating (i.e., on-demand reduction) impacts energy con-

sumption and whether findings on alternative implementations

extend to debloated programs. From this, we pose two research

questions.

𝑅𝑄2.1 : How does the binary size of programs with on-
demand feature reduction impact energy consump-
tion, and what is the correlation?

𝑅𝑄2.2 : How does the execution time of programs with on-
demand feature reduction impact energy consump-
tion, and what is the correlation?

We could not investigate the correlation with configuration op-

tions, as this information was unavailable for the debloated pro-

grams. Although, in theory, a debloated program should only handle

the desired feature, there is no guarantee that the entire input space

for a feature is covered.

3.2 Dependent and Independent Variables
Our experiment focuses on quantifying the impact of feature re-

duction on energy consumption in configurable software systems.

In this context, the independent variable under our control is the

feature reduction itself, specifically the executable binary size and the
number of run-time configuration options in software programs, both

before and after feature reduction. To address our research ques-

tions, we observe and measure two dependent variables, namely

the execution time and energy consumption of software programs.

3.3 Measurement Setup
We measured software power consumption using the RAPL [25]

value, which specifically relates to the Package-Level Power (PSYS),

representing the entire CPU, including cores, cache memory con-

troller, and iGPU. The RAPL values are captured using a tool from

the PowerAPI
5
toolkit [7] called Jouleit 6. All energy consumption

measurements are expressed in micro-joules (𝜇J).

However, there is still the issue of effectively communicating the

meaning of the measured energy consumption. While RAPL values

are provided in micro-joules through the CPU interface, this unit

may not be easily understandable for developers and end-users. To

make energy consumption values more meaningful, we propose

converting them into the time of use of various devices commonly

used on a daily basis, thereby associating them with real-world

5
https://powerapi.org/

6
https://github.com/powerapi-ng/jouleit

https://luiscruz.github.io/2021/07/20/measuring-energy.html
https://github.com/powerapi-ng/jouleit
https://powerapi.org/
https://github.com/powerapi-ng/jouleit
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devices familiar to developers and end-users. Specifically, we chose

to convert them to the time of use for three devices: an HDD Seagate

BarraCuda 3.5” 1 TB 7 200 RPM (5 W)
7
, an NVIDIA GPU RTX4080

(320 W)
8
, and a Phillips LED light bulb (10.5 W)

9
.

To ensure reproducibility and minimize biases, we followed the

best practices outlined by Ournani et al. [36]. In particular, to ensure

accurate measurements, we considered the following factors:

• We chose a CPU with a low TDP (15 W). CPUs with lower

TDP values have less variability in powermeasurements [36].

• CPU performance options (C-States, Hyper-Threading and

TurboBoost ) significantly impact the standard deviation

during energy consumption measurement [2, 36]. There-

fore, we disabled these options in both the BIOS and OS.

• The installed OS (Lubuntu) is a lightweight Ubuntu distri-

bution, chosen to minimize its impact on the measurements.

Additionally, we disabled the network service to avoid in-

terference from network traffic [36].

Moreover, Jouleit also allows us to collect execution time data.

This is done by capturing a timestamp (using the date command)

immediately before executing the program and another timestamp

right after the execution completes. The difference between these

two timestamps gives the precise execution time of the program.

Finally, we used a Dell Latitude 7490 machine with an Intel Core

i7-8650U processor, which has a Thermal Design Power (TDP) of

15 W. The machine is equipped with 32 GB of DDR4 RAM and runs

Linux Lubuntu 22.04.2 LTS with kernel version 5.19.0-45-generic.

4 Methodology for Built-in Feature Reduction
experiment

This section details our initial experiment conducted on software

systems with built-in feature reduction.

4.1 Subject Systems
To obtain a representative set of software systems with built-in

feature reduction, we selected three configurable software systems:

GNU [16], ToyBox [29], and BusyBox [51]. The GNU core programs

include essential file, shell, and text manipulation utilities that are

typically available on every operating system, which we refer to as

programs. Examples of these programs include mkdir, which con-

catenates and write files, ls, which lists directory contents, and mv,
which moves or renames files and directories. We chose these pro-

grams because they are well-known and used daily by millions of

users. Additionally, they are often used to evaluate different debloat-

ing approaches in software engineering [4, 8, 19, 53]. Importantly,

the programs in both ToyBox and BusyBox represent a deliberate ap-
plication of feature reduction (i.e., built-in) of GNU programs. These

alternative programs were specifically developed to reduce binary

size, configuration space, and to simplify implementation, while

improving execution time.

4.2 Pre-experiment Settings
First, we built all programs included by default in each set, specifi-

cally in the recent versions: GNU version 9.3, ToyBox version 0.8.9,

7
Seagate BarraCuda 3.5” datasheet

8
NVIDIA RTX4080 datasheet

9
Phillips LED light bulb datasheet

and BusyBox version 1.36.0. Then, we extracted only the programs

common to all three systems, resulting in a set of 75 shared pro-

grams. From this set, we selected 28 programs based on diversity

in binary size and the number of configuration options.

Let S represent the set of 28 selected subject programs. Each

program 𝑝 ∈ S has its own executable in GNU, ToyBox, and BusyBox,
differing in binary size and the number of run-time configuration

options available. Next, we enumerated all configuration options

for each implementation of 𝑝 . For example, the cat executable is
185 KiB with 12 options in GNU, while in ToyBox, it is 18 KiB with 4

options, and in BusyBox, it is 18 KiB with 6 options.

4.3 Experiment Settings
Using the 28 selected subject programs, we measured both the en-

ergy consumption and execution time of each program. To measure

energy consumption, we used Jouleit.
For each 𝑝 ∈ S, we selected two valid configurations 𝑐1, 𝑐2 ∈ C

along with a valid input 𝑖 ∈ I. Here, C represents the configuration

space of program 𝑝 , encompassing all feasible configurations or

potential combinations of configuration options, and I denotes

the set of possible inputs for the program. Configurations 𝑐1 and

𝑐2 were selected based on the availability of their configuration

options in each of the respective implementations of 𝑝 within GNU,
ToyBox, and BusyBox. Specifically, we used purposive sampling [32]

to select two common configurations for each program, ranging

from none to multiple options depending on the program. This

selection was based on the documentation, our expertise, and a

carefully chosen input 𝑖 , when required. For instance, Listing 1

shows the ls program in GNU with configurations 𝑐1 =−𝑅 and

𝑐2 =−𝑅𝑎𝑙 , and input = /𝑝𝑎𝑡ℎ/𝑡𝑜/𝑑𝑖𝑟𝑒𝑐𝑡𝑜𝑟𝑦 used in our experiment.

The same configurations and input(s) were then applied to the

respective implementations of 𝑝 (e.g., of ls) in ToyBox and BusyBox.

1 $ . / GNU/ l s -R /path/to/directory // First configuration

2 $ . / GNU/ l s -Ral /path/to/directory // Second configuration

Listing 1: ./GNU/ls with 2 configurations and input used

Next, we compared the binary size and the number of run-time

configuration options of the selected programs from GNU, ToyBox,
and BusyBox. Using the GNU implementation as the baseline, Fig-

ure 2 shows that each counterpart in ToyBox and BusyBox has a

smaller binary size and fewer run-time options. On average, the

28 selected programs in ToyBox exhibit a 92% reduction in binary

size and 64% fewer options, while in BusyBox, they show a 93%

reduction in binary size and 66% fewer options compared to GNU.
These data confirm that each selected program for the experiment

undergoes a genuine built-in feature reduction.
To prevent side effects, all experiments were run 10 times se-

quentially as the only active processes on the workstation (see Sec-

tion 3.3). Additionally, all subjects, configurations, and data are

available online
10

for reproducibility.

5 Results of Built-in Feature Reduction
This section presents the results and discusses the findings related

to our first set of research questions, namely 𝑅𝑄1.1, 𝑅𝑄1.2, and

10
https://anonymous.4open.science/r/bloat-energy-consumption-836C

https://www.seagate.com/content/dam/seagate/migrated-assets/www-content/datasheets/pdfs/3-5-barracudaDS1900-14-2007US-en_US.pdf
https://images.nvidia.com/aem-dam/Solutions/Data-Center/l4/nvidia-ada-gpu-architecture-whitepaper-v2.1.pdf#%5B%7B%22num%22%3A107%2C%22gen%22%3A0%7D%2C%7B%22name%22%3A%22XYZ%22%7D%2C52%2C731%2C0%5D 
https://www.lighting.philips.co.uk/api/assets/v1/file/Signify/content/fp929003011582-pss-en_gb/Localized_Commercial_Leaflet.pdf
https://anonymous.4open.science/r/bloat-energy-consumption-836C
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Figure 2: 28 selected programs along with their respective binary size (left) and # options (right) in GNU, ToyBox, and BusyBox.

𝑅𝑄1.3. These questions examine the effects of built-in feature re-

duction on energy consumption, by exploring its correlation with

other non-functional properties, such as the program’s binary size,

configuration options, and execution time.

5.1 Results on Energy Consumption
General insights. Table 1 shows the average energy consumption

for each program in GNU, ToyBox, and BusyBox, along with the

standard deviation (StD) for the 10 repetitions. To conserve space,

the values in the table are presented in joules (J), even though the

measurements were conducted in micro-joules (𝜇J).
Looking at Table 1, we observed that the majority of programs

(uncolored) consume less than ≈ 7.5 J: specifically, 22 in GNU, 20
in ToyBox, and 20 in BusyBox. An energy consumption of 7.5 J is

equivalent to having a 10.5 W LED light bulb turned on for 0.72 sec-

onds.These program are considered as energy efficient according

to our own categorization.

On the other hand, only 1 to 3 programs fall into the 10 - 100 J

consumption range, making them less energy-efficient ( ). 10 J of

energy consumption is equivalent to turning on a 10.5 W LED light

bulb for 0.95 seconds, while 100 J is equivalent to 9.52 seconds of

use. Additionally, there are 3 energy-inefficient programs in GNU,
7 in ToyBox, and 5 in BusyBox, as they consume over 100 J ( ).

Although the values differ across various realizations of the same

program, only cp and md5sum programs consistently consume over

100 J in all three implementations. Although consuming less than

100 J in its original version, sort in ToyBox is the most energy-

consuming program, consuming ≈ 469.33 J. This is equivalent to

the energy consumed by a 10.5 W LED light bulb running for

44.7 seconds. It is noteworthy that the programs classifies as energy-

inefficient exhibit large standard deviations, indicating that their

energy consumption values are more spread out from the average.

Among these programs, cksum, md5sum, and comm have over 100%
StD (only in ToyBox), suggesting that the energy consumed in each

run varies significantly from the average. Despite that we conducted

multiple repetitions, identifying the precise factors influencing

these deviations in energy consumption for these programs proved

challenging.

Comparative analysis. As shown in Figure 2, the binary size and

number of run-time options in the programs from GNU are higher

Table 1: Energy Consumption ± Standard Deviation (StD) in
joules [J] for 28 programs with imposed feature reduction

Program GNU ± StD ToyBox ± StD Diff.% BusyBox ±
StD

Diff.%

base64 0.35 ± 0.04 0.91 ± 0.04 160 0.43 ± 0.08 23.13

basename 0.29 ± 0.02 0.29 ± 0.01 -0.48 0.29 ± 0.02 -0.11

cat 2.13 ± 0.11 1517.43 ± 81 71284 37.56 ± 1.93 1667

chmod 1.54 ± 1.28 1.52 ± 1.26 -1.06 1.95 ± 1.71 26.78

cksum 11.39 ± 11.42 206.25 ± 212 1710 245.80 ± 253 2057

comm 55.07 ± 5.56 338.32 ± 286 514 120.87 ± 8.63 120

cp 108.85 ± 7.20 147.44 ± 56.97 35.46 111.25 ± 18.99 2.21

cut 2.21 ± 0.25 11.40 ± 0.72 416 4.93 ± 1.20 123

date 0.32 ± 0.02 0.32 ± 0.02 -0.02 0.31 ± 0.02 -1.00

dirname 0.32 ± 0.02 0.31 ± 0.02 -2.89 0.31 ± 0.02 -3.56

du 0.52 ± 0.23 0.52 ± 0.23 -0.90 0.49 ± 0.21 -6.24

echo 0.32 ± 0.02 0.31 ± 0.02 -3.29 0.31 ± 0.02 -5.02

expand 7.27 ± 0.33 0.50 ± 0.03 -93.09 14.57 ± 0.85 100

factor 0.32 ± 0.02 0.32 ± 0.02 -1.80 0.32 ± 0.02 -1.77

false 0.32 ± 0.02 0.32 ± 0.02 -1.68 0.31 ± 0.02 -4.63

head 0.32 ± 0.02 0.31 ± 0.02 -1.62 0.31 ± 0.02 -3.77

id 0.33 ± 0.02 0.31 ± 0.02 -4.49 0.31 ± 0.02 -6.01

link 0.32 ± 0.02 0.31 ± 0.02 -1.55 0.31 ± 0.02 -3.45

ln 0.32 ± 0.02 0.34 ± 0.02 4.10 0.31 ± 0.02 -5.38

logname 0.32 ± 0.02 0.31 ± 0.02 -3.58 0.31 ± 0.02 -3.82

ls 1.05 ± 0.47 3.49 ± 1.03 233 0.90 ± 0.22 -14.34

md5sum 118.60 ± 122 264.03 ± 271 123 143.15 ± 147 20.70

mkdir 0.31 ± 0.02 0.30 ± 0.02 -2.05 0.30 ± 0.01 -2.92

mv 0.31 ± 0.02 0.30 ± 0.02 -3.27 0.30 ± 0.02 -3.80

sort 95.54 ± 4.75 469.33 ± 25.61 391 318.30 ± 16.59 233

touch 0.30 ± 0.02 0.30 ± 0.01 -0.01 0.29 ± 0.02 -0.23

true 0.29 ± 0.02 0.29 ± 0.02 -1.33 0.29 ± 0.02 0.02

wc 454.69 ± 24 151.48 ± 32.48 -66.68 87.56 ± 6.07 -80.74

Energy-inefficient programs Less Energy-efficient programs

Lower energy consumption Higher energy consumption

Non-significant Difference

than those in ToyBox and BusyBox. Therefore, using the programs

in GNU as a baseline, we conducted a comparative analysis to de-

termine whether the programs in ToyBox and BusyBox, with their

reduced features, are more energy-efficient than their counterparts

in GNU. In the Diff. % columns of Table 1, we present the compara-

tive analysis results. For each case, we use the Mann-Whitney U
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Table 2: Spearman correlation of execution time, binary size,
and number of options with energy consumption.

Energy/Size Energy/Options Energy/Exec Time

Spearman p-value Spearman p-value Spearman p-value

GNU 0.251 0.197 0.461 0.014 0.891 2.07e-10

ToyBox 0.350 0.068 0.392 0.039 0.966 1.02e-16

BusyBox 0.305 0.115 0.271 0.164 0.959 7.98e-16

No significant correlation (p-value> 0.05).

Interpretation of the coefficient: ±.9 - ±1.0 (very high); ±.70 - ±.90 (high); ±.50 - ±.70
(moderate); ±.30 - ±.50 (low); .00 - ±.30 (negligible)

test [31] to assess the statistical significance of the observed differ-

ences. A program’s difference is marked with the red line pattern

( ) if it lacks statistical significance in either of the two cases (p-

value above the 0.05 significance level). The computed p-values are

available in the reproduction package.

The results show that 18 of the 28 programs (≈ 64%) in ToyBox
consume less energy than their GNU counterparts for the same con-

figurations and inputs. Similarly, 17 of the 28 programs (≈ 61%)

in BusyBox use less energy. However, only 2 programs in each

system demonstrate statistically significant energy savings ( ).

This indicates that most energy reductions, while present, are not

strong enough to be considered statistically reliable (cf. negative
values with ). Conversely, 10 programs (≈ 36%) in ToyBox and

11 programs (≈ 39%) in BusyBox consume more energy than their

GNU counterparts. Among these, 7 programs in each system show

statistically significant energy increases ( ), meaning that these

differences are more robust and likely not to random variation.

However, in 3 ToyBox programs and 4 BusyBox programs, the ob-

served energy increases are not statistically significant (cf. positive
values with ). These results show that while a majority of pro-

grams in ToyBox and BusyBox consume less energy compared to

their counterparts in GNU, significant energy savings occur in only

7.14% of cases. In contrast, 25% of the cases exhibit statistically

significant increases in energy consumption.

These results provide initial insights suggesting that reducing

the binary size of an executable and the number of configuration

options in a program do not necessarily lead to lower energy con-

sumption.

5.2 Binary Size Impact
To explore the relationship between binary size and energy con-

sumption, we calculated the Spearman correlation, which, unlike

the Pearson correlation, does not require any normality assumption.

Spearman correlation, which captures monotonic relationships,

with results interpreted according to the Evans rule [24]. This anal-

yses encompassed all 28 programs in GNU, ToyBox, and BusyBox.
Basically, we focused on determining the correlations between the

binary size of the programs and their corresponding average energy

consumption, as outlined in Figure 2 (left) and Table 1 (columns

with StD), respectively.

The Energy/Size column in Table 2 presents the calculated cor-

relations. Spearman coefficients range from 0.251 to 0.350. The

highest correlations are in ToyBox and BusyBox, indicating a weak

correlation between binary size and energy consumption in these

programs. In contrast, the programs in GNU show a negligible cor-

relation, suggesting that the relationship between binary size and

energy consumption is insignificant. These findings, showing neg-
ligible to weak correlations, reinforce the initial insights and con-

clusions drawn from the comparative analysis in Section 5.1.

To determine whether the correlations are statistically signifi-

cant, we also calculated the p-value with the significance level (𝛼)

of 5% for each set of programs. The second column of Energy/Size
in Table 2 shows the obtained values. All p-values are greater than

0.05 (with ), indicating that the negligible correlations are not

statistically significant. This suggests insufficient evidence to con-

fidently claim a relationship between the program’s binary sizes

and their energy consumption. In contrast, since the Spearman

p-value for ToyBox is close to the 𝛼 significance level, we can con-

clude that the weak correlation between program size and energy

consumption in ToyBox is almost statistically significant.

𝑹𝑸1.1 insights: The findings of our study, which involved

28 programs, suggest a very weak correlation between a pro-

gram’s binary size and its energy consumption, indicating

that other factors play a more significant role in determining

energy consumption.

5.3 Number of Configuration Options Impact
Similarly, to assess the impact of configuration options on a pro-

gram’s energy consumption, we measured the correlation between

the number of run-time configuration options (Figure 2, right) and

its energy consumption given (Table 1, columns with StD).

The Energy/Options column in Table 2 present the Spearman cal-

culated correlations for all programs in GNU, ToyBox, and BusyBox.
These coefficients, representing the relationship between the num-

ber of run-time options and energy consumption, range from 0.271

to 0.461. Except in BusyBox, the coefficients for GNU and ToyBox
show meaningful, though weak, relationships. These findings pro-

vide a contrast to the insights and conclusions drawn in Section 5.1.

Regarding statistical significance, we calculated the p-values

with a significance level of 𝛼 = 5%. The fifth column in Table 2

shows the obtained values. The p-values for GNU and ToyBox are

below the significance level, indicating that the weak correlation

in GNU and ToyBox are statistically significant. For BusyBox, the
p-value exceeds 𝛼 (with ), suggesting that while there is a correla-

tion between the run-time options and energy consumption, the

evidence is not strong enough to confirm a meaningful relationship.

𝑹𝑸1.2 insights: Based on our findings, reducing the number

of run-time configuration options in a program does not

always result in lower energy consumption. However, in some

cases, a weak but statistically significant correlation exists

between the number of options and energy consumption.

This suggests that other factors may play a stronger role in

determining a program’s energy consumption.

5.4 Impact on Execution Time
Due to the weak to negligible correlations observed between a pro-

gram’s binary size and energy consumption, as well as between the
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Table 3: Six selected programs and their Bloated and Debloated binary sizes (B. size, D. size) and Energy Consumption ± Standard
Deviation (StD) in joules [J], for Chisel, Cov, and Debop.

Program B. size (KiB) D. size (KiB) Bloated ± StD Chisel ± StD Diff.% Cov ± StD Diff.% Debop ± StD Diff.%

date-8.21 92.03 33.54 0.288 ± 0.014 0.284 ± 0.010 -1.30 0.284 ± 0.009 -1.24 0.284 ± 0.010 -1.24

grep-2.4.2 158.83 93.42 0.317 ± 0.020 0.457 ± 0.021 44.22 0.315 ± 0.018 -0.58 0.315 ± 0.018 -0.53

gzip-1.3 101.71 66.72 0.335 ± 0.013 0.549 ± 0.022 64.03 0.332 ± 0.016 -0.87 0.332 ± 0.008 -0.91

mkdir-5.2.1 48.20 21.64 0.289 ± 0.016 0.288 ± 0.014 -0.50 0.288 ± 0.012 -0.63 0.288 ± 0.011 -0.67

printtokens2 20.68 20.68 0.282 ± 0.009 0.281 ± 0.012 -0.25 0.285 ± 0.021 1.11 0.282 ± 0.013 -0.08

sed-4.1.5 170.38 107.05 0.286 ± 0.010 0.289 ± 0.015 1.12 0.290 ± 0.022 1.69 0.287 ± 0.014 0.63

Lower energy consumption Higher energy consumption Non-significant difference on the consumed energy

number of run-time configuration options and energy consump-

tion, we conducted another investigation, specifically exploring

the correlation between a program’s execution time and its energy
consumption. Our aim was to determine whether execution time

influences energy consumption during a program’s execution and

to evaluate its consistency under built-in feature reduction.

The Energy/Exec Time column in Table 2 shows the computed

Spearman correlations for all three implementations of our 28 sub-

ject programs. They range from 0.891 to 0.966, indicating a con-

sistently high or nearly perfect correlation between a program’s

execution time and its energy consumption. The last column in Ta-

ble 2 also presents the associated p-values. All of them are between

1.02 · 10−16 and 2.07 · 10−10, significantly below the significance

level or 𝛼 = 5%. This indicates that the strong correlations between

execution time and energy consumption are statistically significant,

suggesting similar relationships may exist in other programs as

well.

𝑹𝑸1.3 insights: The relationship between energy consump-

tion and execution time remains consistent despite built-in

feature reduction. Furthermore, alternative implementations,

such as BusyBox and ToyBox, exhibit a stronger correlation
between energy consumption and execution time compared

to their GNU counterparts.

6 Methodology of the Experiment: On-demand
Feature Reduction and Energy Consumption

This section outlines our second experiment, conducted with soft-

ware programs subjected to on-demand feature reduction.

6.1 Subject Systems
To establish a representative set of software with on-demand fea-

ture reduction, we utilized open-access artifacts from Xin et al. [54],

which include debloated programs produced by three state-of-

the-art debloating techniques [8]. These used techniques and pro-

grams are widely recognized as benchmarks in debloating studies

(e.g., [8, 30, 54]). Specifically, we selected 6 GNU programs debloated

by Chisel, Debop, and Cov tools, focusing on those that we could

successfully compile and execute with the provided training input

and configuration. Notably, some of the compilation challenges

we encountered are also highlighted in [54]. These tools employ

debloating techniques that operate at the source code level. Each

of them requires both a bloated program and a specification of de-

sired or undesired features (i.e., a usage profile with configuration

options and an input) to produce debloated artifacts. This approach

enables controlled and on-demand feature reduction.

To strengthen our experiment, not only we applied three debloat-

ing techniques, but we also selected the 6 programs similar to those

in our initial experiment. This enables us to provide comparable re-

sults. Table 3 presents their original binary size (i.e., before debloat)
and reduced binary size (i.e., after debloat) in Kibibyte (KiB).

6.2 Experiment Settings
For each of the 6 programs, we measured energy consumption and

execution time in both bloated and debloated states.

We first extracted and compiled the source code of both the

bloated and debloated variants of the 6 subject programs. Each

program had three debloated variants, one produced by each of the

debloating tools. In addition, multiple usage profiles (i.e., configu-
rations with inputs) were available. For each debloated variant we

considered two different configurations, as in our first experiment

(i.e., same program, same debloating technique, but two different

input profiles per program). Each profile (configuration and input)

used in our study was selected based on two criteria. First, the

profile that produced correct output for all debloated variants of

the program. Secondly, similar to the first experiment, we used

purposive sampling [32] to select two profiles that represent the

program’s typical usage based on its documentation.

Thus, we measured the energy consumption of the 6 bloated

programs and their 18 debloated counterparts (6 ∗ 3), following the

same procedure and measurement setup described in Section 3.3.

To prevent side effects, all experiments were sequentially run 10

times as the only processes on the workstation.

7 Results of On-demand Feature Reduction
In this section, we present the results and examine the findings

related to built-in feature reduction research questions, 𝑅𝑄2.1 and

𝑅𝑄2.2, focusing on how binary size and execution time affect energy

consumption.

7.1 Results on Energy Consumption
The columns labeled ... ± StD in Table 3 show the average energy

consumption of software programs both before and after debloating.

For example, the original grep (bloated) consumes 0.317 J, while its
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debloated variant using the Cov tool consumes slightly less, about

0.315 J, equivalent to 0.03 seconds of LED light usage (10.5 W).

General insights. Table 3 shows that both bloated and debloated

programs consume less than 1 J, which is consistent with the trend

observed in our initial experiment with programs featuring built-in

feature reduction. The small standard deviation across our 10 repe-

titions suggests that the energy consumption values are consistent

around the average for all bloated and debloated programs.

Comparative analysis. Similarly, we performed a comparative

analysis to determine if the initial experiment’s findings hold for

programs with on-demand feature reduction. Specifically, we com-

pared the binary size and energy consumption of programs before

and after debloating. The columns labeledDiff .% in Table 3 show the

percentage change in energy consumption for debloated programs,

compared to their bloated variants, which serve as the baseline.

This shows whether energy consumption increased or decreased

after debloating. The statistical significance of the difference is also

computed. A program’s difference is highlighted with a red diago-

nal line pattern ( ) if it lacks statistical significance in either of the

two scenarios, as determined by the Mann-Whitney U test [31].

All debloated programs have smaller binary size. However, as

in the initial experiment, the majority of differences in energy

consumption are not statistically significant. Specifically, 4 out of

6 programs debloated with Chisel, and all programs debloated

with Cov and Debop, show no significant differences ( ). Only 2

out of 6 programs debloated with Chisel demonstrate significant

differences ( ), with energy consumption increased by ≈ 44% and

≈ 64%, respectively. Moreover, no debloated program consumes

significantly less energy ( ) than its bloated counterparts. This

reinforces our conclusion from the initial experiment that reducing

a program’s binary size through debloating does not necessarily

lead to lower energy consumption. The differences observed are

largely non-significant, and when significant, they tend towards

higher energy consumption, as are the two cases with Chisel.
Similar to the first experiment, we calculated the correlation

using Spearman coefficients [24]. This analysis included all 6 pro-

grams, both bloated and debloated variants of them, with a focus

on the correlations between binary size and average energy con-

sumption. We found that the correlation between binary size and

energy consumption in bloated programs was 0.314, indicating a

weak relationship. In contrast, the debloated programs showed a

moderate correlation of 0.60, as seen in the Energy/Binary Size col-
umn in Table 4. However, the p-values for all correlations exceed

the significance threshold of 𝛼 = 0.05, suggesting that the observed

correlations are not statistically significant. This indicates that there

is not enough evidence to show a meaningful relationship between

binary size and energy consumption in the debloated programs.

𝑹𝑸2.1 insights: Debloating techniques, aimed at reducing

a program’s binary size, do not consistently lower energy

consumption. In most cases, the differences in energy usage

between debloated and bloated variants are either statistically

insignificant or, occasionally, higher in the debloated variants.

Table 4: Spearman correlation of execution time and binary
size with energy consumption. No significant correlation

Energy/Exec Time Energy/Binary Size

Spearman p-value Spearman p-value

bloated 1.000 0.000 0.314 0.544

Chisel 1.000 0.000 0.600 0.208

Cov 0.886 0.019 0.600 0.208

Debop 0.943 0.005 0.600 0.208

7.2 Execution Time Impact
Due to the weak correlation between binary size and energy con-

sumption in both bloated and debloated programs, we extended our

investigation to explore whether execution time exhibits a stronger

correlation, as observed in our initial experiment. The Energy/Exec
Time column in Table 4 shows that the correlations computed for

the 6 debloated subjects by three tools fall between 0.886 and 1.00.

In bloated programs, the correlation between execution time and

energy consumption was 1.00, signifying a perfect relationship.

For debloated programs, the results demonstrate a high or nearly

perfect correlation between execution time and energy consump-

tion. Additionally, the p-values listed in the same column in Table 4

are significantly below the 𝛼 = 5% threshold. This indicates that

the strong observed correlation between energy consumption and

execution time in debloated programs is statistically significant,

suggesting that it may also hold true for other software programs.

𝑹𝑸2.2 insights: Similar to the first experiment, there is a

strong and consistent correlation between execution time and

energy consumption. This indicates that energy consumption

in software is closely linked to the program’s execution time.

Regardless of debloating, optimizing execution time emerges

as a critical factor in achieving energy-efficient software.

8 In-Depth Analysis, Discussion, and Insights
8.1 Summary of Key Findings
Our study reveals that feature reduction does not consistently lead

to lower energy consumption. In most cases, the impact of feature

reduction on energy consumption were statistically insignificant.

Specifically, in built-in alternatives, 4 out of 56 cases showed a

significant reduction, 14 a significant increase, and 38 had no signif-

icant difference. In debloated programs, 2 out of 18 cases showed a

significant increase in energy consumption, while 16 had no sig-

nificant change. Basically, when differences were significant, they

tended to result in increased energy consumption.

We found that there is a consistent and strong correlation be-

tween energy consumption and execution time across both types

of reduced programs. This suggests that reducing execution time

is an effective strategy for improving energy efficiency, regardless

of feature reduction. Moreover, our findings align with a recent

comparative evaluation of software debloating tools [8], which re-

ports that debloating techniques often have no significant impact

on execution time, and when they do, the effect tends to be negative,

consistent with our observations regarding energy consumption.



929

930

931

932

933

934

935

936

937

938

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

On the Effect of Feature Reduction on Energy Consumption: An Exploratory Study SPLC’25, September 01–September 05, 2025, A Coruña, Spain

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

1035

1036

1037

1038

1039

1040

1041

1042

1043

1044

1 grep-2.4.2 − p r t e x t ( )

2 / / . . .

3
if (! out_quiet) {

4
if (pending > 0) {

5
prpending(beg);

6
}} / / . . .

1 gzip-1.3 − c t _ i n i t ( )

2 / / . . .

3
if ((int) static_dtree[0].dl.len != 0) {

4 return;

5
}

6 / / . . .

Listing 2: Optimizing code removal by Chisel: LOC deleted
but executed in bloated, LOC newly executed in debloated.

Debloating approaches leverage feature reduction to optimize

non-functional properties, generally binary size or attack surface.

However, this mono-objective optimization can negatively affect

other non-functional properties. For instance, debloating with a

focus on reducing binary size may increase the attack surface [53].

8.2 Unintended Energy Impacts of Debloating
In light of these findings, it is essential to investigate why some

debloating techniques inadvertently lead to increased energy con-

sumption. One plausible explanation is that when debloating fo-

cuses solely on reducing binary size or attack surface, it might also

eliminate code segments that contribute to energy efficiency. To

explore this, we analyzed in depth the executed code of the two

debloated programs with significant increases: grep-2.4.2 and

gzip-1.3 (cf. marked with in Table 3). Both were debloated us-

ing Chisel, a mono-objective debloating tool focusing on reducing

binary size. To understand this difference, we analyzed the execu-

tion coverage using gcov 11
for both bloated and debloated variants

of these programs.We observed that there is a reduction in executed

lines of code for grep (−10.5%) and gzip (−11.4%) in the debloated

variants compared to their bloated counterparts. This reduction

seems counterintuitive given the increased energy consumption.

But, aligning code coverage reports with code diffs revealed that

Chisel removed certain optimizing code segments.

Specifically, in grep-2.4.2 (Listing 2), we observed that remov-

ing a conditional linked to the intentionally debloated --quiet op-

tion inadvertently caused additional code execution. For instance,

line 4, which previously prevented some unnecessary function calls,

was correctly removed with the removed option, but this resulted

in line 5 being executed 76 times in the debloated program variant.

Whereas, in gzip-1.3 (Listing 2), an early return removal caused

also some unnecessary computation. While the method was in-

voked fewer times in the debloated variant (once versus seven), we

think that the lack of early return logic could lead to inefficiency in

different contexts, negatively affecting energy consumption.

These observations show the need for an in-depth investigation

into the impact of removing code snippets which may play a role

in optimizing energy consumption. Additional cases that we found

are provided in the reproduction package. An interesting hypothe-

sis to explore is how debloating techniques, which aim to reduce

binary size, may unintentionally remove optimizing code, leading

to increased energy consumption despite reduced code execution.

8.3 ecv: Energy Consumption Visualizer
Both built-in and on-demand feature reduction are generally not

conducted with the aim to optimize energy consumption. Thus,

11
Code coverage analysis tool - gcov: https://gcc.gnu.org/onlinedocs/gcc/Gcov.html

Figure 3: Output of our tool for the command "ls -la" show-
ing energy consumption measured over 5 repetitions.

providing information on energy consumption to developers is

crucial when selecting an alternative implementation or using a

debloated tool. To address this, we developed a tool called ecv 12
. It

uses progress bars to visually represent a software program’s energy

consumption. Additionally, below the progress bar, ecv provides
information about how long the program’s energy consumption

could power familiar devices like HDDs, GPUs, or LED light bulbs.

This helps developers easily understand the program’s energy usage

and how different configurations affect it. Listing 3 demonstrates

how to measure energy consumption of the "ls -la" command

using the --measure option of ecv, with five repetitions specified

by the --repeat 5 option. Figure 3 displays the corresponding

output, including details on how long the measured energy could

power three common electronics.

1 $ . / ecv --command "ls -la" --measure --repeat 5

Listing 3: Measures the energy consumption of ls, 5 rept.

ecv offers two usage scenarios: one for developers and one for

end-users. For developers working on configurable systems, the

tool helps measure and track their programs’ energy consumption

as the software evolves. On the other hand, end-users can use ecv
to compare alternative programs based on their energy consump-

tion, as demonstrated in our initial experiment. We believe that this

enables users to make more informed decisions, particularly when

choosing between alternative program implementations. Further-

more, ecv is open source and available for evaluation. Its repository

includes additional usage examples to explore its capabilities.

8.4 Towards Energy-Aware Debloating
Our exploratory study shows the promising potential of debloating

techniques to reduce energy consumption, while also revealing

the challenges to fully realize this goal. While it may seem intu-

itive that removing code, potentially executed but associated with

non-necessary feature for a given profile would reduce energy

consumption, our observations suggest the contrary. We identify

snippets where debloating tools removes potential optimizing code

in term of energy efficiency, opening the way for approach pre-

serving these codes. Multi-objective approaches, such as the one

proposed by Debop, which simultaneously optimizes for binary

size and attack surface, represent a promising direction for fur-

ther exploration. Researchers might explore and investigate the

configuration space and its relationship with energy consumption,

either to predict execution time or to identify the most promising

configuration options to debloat when considering energy.

Finally, researchers can also leverage ecv to identify among the

alternative programs those with the lowest energy consumption

12
Available with a video demonstration: https://anonymous.4open.science/r/ecv-5E6E

https://gcc.gnu.org/onlinedocs/gcc/Gcov.html
https://anonymous.4open.science/r/ecv-5E6E
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and further investigate the reasons behind it, beyond binary size

and configuration options. For example, energy efficiency could be

influenced by the libraries used, or the algorithms employed.

9 Threats to Validity
Internal threats. In the initial experiment, energy consumption

measurements were based on two configurations for each program.

One potential threat is the selection bias, meaning the results may

have been influenced by the specific configurations chosen. How-

ever, we opted for themost commonly used configurations to ensure

that the measured energy consumption reflected typical usage for

these programs. Another potential threat is choice of input data

for each program, as input can affect energy consumption. We mit-

igated this by selecting representative inputs and keeping them

constant across similar programs. In future work, we plan to expand

our investigation by varying inputs and configurations to explore

their impact on energy consumption. Finally, we had to compile

both the bloated and particularly the debloated program variants

provided by Xin et al. [54]. Many of the debloated programs failed

to compile without segmentation faults (segfaults), so we included

only those that worked to ensure the results were unbiased.

External threats. Our experiments focus on a specific set of pro-

grams, namely GNU, ToyBox, and BusyBox programs written in C.

Although these programs are widely used in evaluations of debloat-

ing approaches and other studies, recent research has shown that

energy consumption can vary significantly between programming

languages [15, 26, 40]. Thus, we cannot generalize our findings to

feature reduction in configurable software systems implemented in

other languages or to systems with medium-to-large binary sizes

and configuration spaces, such as Linux or Chromium [6, 42].

10 Related Work
This work intersects three research fields, namely configurable

software systems, software bloat, and green computing.

Configurable software systems and debloating. Several studies
have investigated debloating techniques on configurable systems.

Ahmad et al. [3] proposed an approach to debloat code based on

user-provided command line arguments and application-specific

configuration files. Sharif et al. [46] developed an approach that

leverages user-provided configuration data to specialize an applica-

tion to its deployment context. Heo et al. [19] improved on previous

work by using a novel reinforcement learning based approach to

accelerate the search for debloated program and scale to large appli-

cations. Xin et al. [53] proposed a general multi-objective optimiza-

tion approach for debloating. Xin et al. [54] studied the trade-offs

between generality and reduction in software debloating. Tërnava

et al. [49] examined how the run-time configuration space affects

binary size, attack surface, and execution time. Moreover, two re-

cent surveys by Alhanahnah et al. [4] and Brown et al. [8] provide

an overview of existing debloating approaches and tools developed

over the past two decades. However, none of these studies has

explored the impact of feature reduction on energy consumption.

Software product lines and green computing. Some studies mea-

sure the correlation between system execution time and energy

consumption, focusing on adjusting rather than removing runtime

configuration options [52]. In our case, we aim to reduce binary

size by debloating and observe the system’s footprint and its corre-

lation with energy consumption. Sahin et al. [44] have investigated

how different types of refactoring impact energy consumption, us-

ing hardware instrumented measurements. They demonstrate that

refactoring significantly affects energy consumption, though this

effect can either increase or decrease energy usage depending on

the application and execution platform. Guégain et al. [17] have

explored energy consumption in software product lines, propos-

ing a method to measure energy usage in such contexts. Using a

T-wise algorithm, they produce 602 configurations of Robocode-

SPL and measured the consumption for each, identifying the most

energy-efficient ones. With this method, Guégain et al. [17] iden-

tified some configurations with a reduction in consumption of at

least 40%. While their approach is based on SPL, it does not take

into consideration feature reduction. Islam et al. [22] measured the

energy consumption of individual features by slicing the source

code associated with each feature, then monitoring energy con-

sumption. This approach works well for individual features but

does not consider interactions between them. Other works are fo-

cused on power consumption of specific code patterns or "energy

hotspots" (e.g., [33, 39]). In 2015, Noureddine et al. [34] proposed

a method for identifying and evaluating high energy consuming

spots in Java source code.Pereira et al. [39] developed a method to

locate inefficient source code fragments, demonstrating that devel-

opers using their technique improved energy efficiency by 43% on

average. Like Islam et al. [22], these two approaches do not take

the interactions between features into account. To the best of our

knowledge, our study is the first to investigate the effect of feature

reduction on energy consumption of configurable systems.

11 Conclusion and Perspectives
This paper presented a novel exploratory study on the effect of

built-in and on-demand feature reduction of configurable systems

on energy consumption. We found weak and mostly no signifi-

cant correlations between energy consumption and factors such

as binary size or the number of configuration options in software

systems. This suggests that smaller binaries and fewer options do

not necessarily lead to lower energy consumption. Interestingly, a

given feature in a built-in reduced software system, similarly in an

on-demand debloated software system, is more likely consuming

more than in the original configurable software system. However,

execution time showed a strong and significant link to energy con-

sumption, indicating that its optimization is the key to making

debloated software more efficient in terms of energy.

While traditional debloating techniques aim to remove unneces-

sary features to minimize binary size to reduce the attack surface,

our study provides evidence for a new research direction: devel-

oping debloating strategies that prioritize energy efficiency and

execution time, shifting the focus from size and security to sustain-

ability and performance. In addition, analyzing long-term energy

consumption in real-world usage, such as widely deployed tools

like coreutils, can identify patterns and usage contexts where

energy costs are highest. These insights can directly inform and mo-

tivate energy-aware debloating techniques by focusing on features

with most energy-intensive in practice and therefore promising

candidates for removal or optimization.
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